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Abstract

Let UTM(m, n) be the class of universal Turing machine with m states and n symbols. Uni-
versal Turing machines are proved to exist in the following classes: UTM(24,2), UTM(10,3),
UTM(7,4), UTM(S,5), UTM(4,6), UTM(3,10) and UTM(2,18).

1. Introduction

In 1956, Shannon [17] posed the problem of the construction of the simplest universal
Turing machine. He was considering ordinary deterministic Turing machine, with a
two-way infinite tape and one head. He proposed to measure the complexity of such
a Turing machine by the number of commands of this machine, that is the product
mn of the number m of states by the number n of tape symbols. It is also possible to
consider the number of commands really used by the machine.

Let UTM(m,n) denote the class of universal Turing machines with m states and
n symbols. Various definitions of universal Turing machine, and the one we choose,
will be discussed in Section 2. Pavlotskaya proved that the classes UTM(3,2) [10] and
UTM(2,3) (unpublished) are empty. Using another method, Diekert and Kudlek [3],
and Kudlek [5] proved that UTM(2,2) is empty.

The main result of this paper is the following theorem :

Main Theorem. There are universal Turing machines in the following seven classes:
UTM(24,2), UTM(10,3), UTM(7,4), UTM(5,5), UTM(4,6), UTM(3,10) and UTM
(2,18).

This theorem and the results of Pavlotskaya leave 51 classes UTM(m,n) with an
unsettled emptiness problem.
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Minsky [8] constructed a Turing machine in UTM(7,4), by simulating tag-systems.
We use the same method, but the machines in UTM(S5,5) and UTM(4,6) are simulating
particular classes of tag-systems.

The machines in UTM(24,2), UTM(7,4), UTM(5,5) and UTM(4,6) were already
presented in [13]. The machines in UTM(11,3), UTM(3,10) and UTM(2,21) given in
[13] are now replaced by machines in UTM(10,3) [14], UTM(3,10) [15] (with 27
commands instead of 28 commands for the one in [13]) and UTM(2,18) [16].

Minsky’s machine in UTM(7,4) has an unsolvable halting problem, but has a defect:
it damages the output, and, therefore, it cannot compute all partial recursive functions
or simulate all Turing machines. Our machine in UTM(7,4) does not have such a
defect. Robinson [12] also noticed this defect and gave a machine in UTM(7,4) where
the output is preserved and is given immediately to the right of the head of the Turing
machine. Robinson considered the number of commands really used in the program of
the Turing machine. His machine in UTM(7,4) uses 27 commands, whereas ours uses
26 commands. Note that our Turing machine in UTM(5,5) uses 23 commands, and the
one in UTM(4,6) uses 22 commands, which is the least known number of commands
for a universal Turing machine. Robinson checked and analysed the machines presented
in [13] and the machine in UTM(2,18). Margenstern [7] considers Shannon’s problem
for non-erasing Turing machines.

The paper is structured as follows. In Section 2, we present various definitions
of universality for Turing machines among which two equivalent definitions are re-
tained. The general principles of construction of universal Turing machines simulating
tag-systems are presented in Section 3. In Sections 4 to 10, seven universal Turing
machines, belonging to the classes mentioned in the Main Theorem, are defined and
analysed.

2. Equivalent definitions for universal Turing machines

We deal with the ordinary notion of deterministic Turing machine (TM) with one-
dimensional tape and one head and those of configuration of TM and tag-system
(cf. [2]). First we consider the notion of universality for Turing machines.

In what follows, denote via a, f§ (with or without subscripts) configurations of a TM
(tag-system or other algorithm model) and via | the fact that the configuration B is
final. Let §; M B, mean that TM M moves from a configuration f; to a configuration
B2 by one step and we write f3, 24 B; for p, LA B2 LA B;.

Let M be a fixed TM. Denote via B the set of all configurations of all Turing
machines and via By, the set of configurations of M. It is well-known that both B and
By are recursive sets. Also, we define a function F)s as follows:

Fy(a)=p if and only if o2 B,

where o, 8 € By, and f|. We denote the domain of F and the range of F with Def(F)
and Val(F'), respectively.
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Definition 1. Let (n,x) be some universal partial recursive function for all partial
recursive functions of one variable. A TM U is called universal (UTM), if there
exists a total recursive (or simple-recursive) function p(n,x), the coding function with
Val(p) C By, and a recursive function A(a), the decoding function, defined on the set
By, so that for all n and x the following holds:

MFu(p(n,x))) = Y(n,x).

Remark 1. Definition 1 of the UTM coincides with the definition of the UTM by
Davis in [1], except for some immaterial details.

Definition 2. A TM M simulates the TM T, if there exists a recursive function g(a),
the coding function, defined on the set By, with Val(5) C By, and a recursive function
/T(oc), the decoding function, defined on the set By, with Val(i) C Br, so that for all
o € By, the following holds:

MFu(p(2))) = Fr(a).

Remark 2. Definition 2 is based on the definition of the simulation of one abstract
computing machine by another according to Herman [4].

Let T, be a TM with Godel number n.

Definition 3. A TM U is called a universal Turing machine if one can simulate each
TM M and one can effectively get coding and decoding functions from the program
of the TM M, i.e. there exists a recursive function g(n,«) defined on N x B with
Val($) C By and a recursive function j.(n,oc) defined on N x By with Val(1)C B so
that for all < n,a >€ N x B the following holds:

M(n,Fy(p(n,2))) = Fr,(a). (1)

Remark 3. It is easy to show that the decoding function can be of one variable, i.e.
A(a), Def(4) = By, Val(4) C B and expression (1) can be rewritten as follows:

MFy(p(n,2))) = Fr,(2). @)
Theorem. Definitions 1 and 3 of the universality for Turing machines are equivalent.
A proof of the Theorem above is grounded on the following three lemmas.

Lemma 2.1. Let M be an UTM with respect to Definition 1. Then M calculates
arbitrary binary partial recursive function.

Proof. Obvious. O
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Let 7, be the TM with Gddel number n and G(x) be a Godel enumeration of the
set B of all configuration of all TMs.
With each TM M, we associate a number function @, as follows:

oux) =y < x€G '(Bu)&y € G (Bu)&Fy(G(x)) = G(»). 3)

The function ¢y(x) is a partial recursive function, because By, is a recursive set.
Let Fus(o) be not defined, if « ¢ By,. It follows from (3) that

(¥x € N)[pu(x) = G~ o Fy 0 G(x)]. 4)

Lemma 2.2. Each UTM with respect to Definition 1 is an UTM with respect to
Definition 3.

Proof. It is obvious that #(n,x) = ¢r,(x) is a partial recursive.
According to Lemma 2.1, there are recursive A(a) and p(n,x), such that for all
< n,x > the following holds:

Ao Fy o p(n,x) = @r,(x). (5)
From (4) we have

(Vn,x € N)[or,(x) = G ' o Fz, 0 G(x)]. 6)
Then we have from (5) and (6)

AoFyop(nx)=G ' oFr o G(x)

and

G o doFy 0 p(n,x)= Fr, o G(x).
Let x = G™'(a), where « € B. Then

(Vo € B)[G 0 Ao Fy o p(n, G~ () = Fr,(2)].

Let Z(ﬁ) = G o A(B) for B € By and j(n,a) = p(n, G~'(«)), where o € B.
Then Ao Fy o p(n,0) = Fr(o) for all « € B and TM M is an UTM according to
Definition 3. J

Lemma 2.3. Each UTM according to Definition 3 is an UTM according to
Definition 1.

Proof. Let TM M be universal according to Definition 3, then according to Remark
3, there exist recursive functions A(«) and g(n, ), such that for all <n,a>€ N x B
the following holds:

%0 Fy o p(n,0) = Fr,(@).
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Let 7,, be some UTM according to Definition 1. Then, in particular,
J0 Fy o p(ng, %) = Fr, (2), @)

and according to Definition 1, there exist recursive A(a) and p(n,x) such that for all
n,x, the following holds:

A OFTnO o p(n,x) = Y(n,x), (8)

where Y(n,x) is some universal partial recursive function for all unary partial recursive
functions.
From (7) and (8),

AodoFyo p(no, p(n,x)) = Ao Fr, o p(n,x) = Y(n,x).
Let be A;(2) = Ao A(a) and py(n,x) = p(no, p(n,x)). Then

/11 OFM ] pl(n,x) = W(H,X). O
Definition 4 (Maltsev [6]). A TM T is called universal, if Def(F7) is a creative set.

Remark 4. Maltsev’s definition of the universality for TM is, in fact, wider than our
two definitions above, because the TM T can have a creative Def(Fr) and calculate
only a constant function.

3. Preliminaries: How to construct a universal Turing machine

The universal Turing machines we define in the following sections simulate tag-
systems. For positive integer m and alphabet 4 = {a;,...,ay,a,+1}, a m-tag-system on
A transforms word § on A as follows: we delete the first m letters of f and we append
to the right of the result a word that depends on the first letter of f. This process
is iterated until m letters cannot be deleted or the first letter is a,, 1, and then stops.
Formally, we have the following definitions.

Definition 5. A tag-system is a three-tuple T = (m, A4, P), where m is a positive integer,
A= {ay,...,a,41} is a finite alphabet, and P maps {ay,...,a,} into the set 4* of finite
words (i.e. sequences of letters) on alphabet 4 and 4, to STOP.

A tag-system T = (m,A,P) is called a m-tag-system. The words a; = P(a;) € A*
are called the productions of tag-system 7T'. The letter a,.; is the halting symbol. The
productions are often displayed as follows:

a— oy, i€{l,...,n}
(7) {a,,+1 — STOP

A computation of tag-system T = (m,A4,P) on word f € 4* is a sequence f§ =
Bo, B1,... of words on A4 such that, for all nonnegative integer &, f is transformed into
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Bri1 by deleting the first m letters of ff; and appending word «; to the result if the
first letter of By is a;. The computation stops in k steps if the length of f is less than
m or the first letter of f; is a,y1.

Example. The 2-tag-system T is defined by
a) — aaaz, a; —Qa, a3 — STOP.
On the initial word 8 = aza,a;, the computation of T; is

azaa; — ayay — axa|azy — aszdj.

Minsky [8] proved the existence of a universal 2-tag-system, and, therefore, we will
deal only with 2-tag-systems, which also have the following properties:

1. The computation of a tag-system stops only on a word beginning with the halting

symbol a,y.

2. The productions o;, i € {1,...,n}, are not empty.
Henceforth, tag-systems will be 2-tag-systems.

A universal Turing machine U simulates a tag-system as follows. Let T’ be a tag-
system on 4 = {aj,...,an+1} with productions @; — o;. To each letter a; € 4 is
associated a positive number V; and codes 4; and A; (may be 4; = ,Z,»), of the form
u¥ (= uu...u, N;times), where u is a string of symbols of the machine U.

The codes A; (or A;) are separated by marks on the tape of U.

For i € {1,...,n}, the production a; — & = a;1a;...aim, of the tag-system T is
coded by

P; = AimAim—1 ... And;1.

The initial word B = a,a,4a; ... ay, to be transformed by the tag-system T, is coded
by

S=AAA,.. .4, (S=A4,4,4,..4,).
The initial tape of the UTM is:

OL Pri1 Py ... P\Py A, A5, ... Ay Or,

P N

where O and Qg are respectively infinite to the left and to the right parts of the tape
of the UTM and consist only of blank symbols, P, is the code of the halting symbol
an41, Po is the additional code consisting of several marks, and the head of the UTM
is located on the left side of the code S in the state ¢; (in the case of the machine in
UTM(2,18) the head of the UTM is located on the right side of the code Pp in the
state ¢ ).

Let T be an arbitrary tag-system, S; and S, be the codes of the words B and s,
respectively, and f, KR B2. Then the UTM U transforms:

OLPui1 Py ... PiPoS1Or = OLPui1Pr... PIPoRS:Or
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(R corresponds to the cells which were bearing the codes of the deleted first two
symbols).

The work of the UTM can be divided into three stages:

(i) On the first stage, the UTM searches the code P, corresponding to the code 4,
and then the UTM deletes the codes 4, and A4, (i.e. it deletes the mark between them).

(ii) On the second stage, the UTM writes the code P, in Qr of the tape in the
reversed order.

(iii) On the third stage the UTM restores its own tape for a new cycle of modelling.

The number N; corresponding to the symbol a; (i € {1,...,n+1}) of the tag-system
has the property that there are exactly N, marks at each cycle of modelling between
the code P, and the code A, (in the case of the machine in UTM(2,18) there are
N, + 1 marks, but the additional mark in Py is deleted immediately at the beginning
of the first stage). On the first stage of modelling, the head of the UTM goes through
a number of marks in the part P equal to the number of symbols # in the code 4,.

After the first stage the tape of the UTM is

OLPut1Py... P PP .. .P\PhRIALAA, ... A,Or

r—1-
and the head of the UTM locates the mark between A4, and 4;. Then the UTM deletes

this mark and the second stage of modelling begins.
After the second stage, the tape of the UTM is

OLPyitPy...PrtP/P"_ . PYPIR'A, .. AydyiArva ... A OR,

and the head of the UTM is located on the left side of P and the third stage of
modelling begins.
After the third stage, the tape of the UTM is

OLPui1Py.. . P\PoRA, ... AyApidry ... A, Or

and the head of the UTM is located on the right side of R.

Let aj,az,...ax,b1,bs,... by be the symbols of the Turing machine. aja; ... Rbib;
...b; means that, when the head of the UTM moves to the right the group of symbols
aiay...ay is changed to the group b;b;...b;. It is analogous, when the head of the
UTM moves to the left (R is changed to L).

Raja; ...ap(b1b; ... by )L means that the group of symbols aja; ...a; makes the di-
rection of the motion of the head of the UTM change from the right to the left and
changes itself to b1b; ... 5. It is analogous, when the head of UTM moves to the left
(R is changed to L).

4, The UTM with 24 states and 2 symbols

The symbols of the machine in UTM(24,2) (see [13]) are 0 (blank symbol) and 1;
and the states are ¢; (i = 1,...,24).

NM=1 Ny =Ne+m+2 (kE{l,...,n}).
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The code of the production &; = ajap...am, (i € {1,...,n}) of the tag-system is
P; = 1010(00) 10(00Y¥=1 ... 10(00)*" 10,
where 4; = (00)%, j € {1,...,n+ 1}, and the pair 10 is a mark.
Py = 10, Py = 1110.

The code S of the initial word § = a,4;a; ... a,, to be transformed by the tag-system,
is

S = O 1101 11(01)¥ ... 11(01)™,
where 4; = (01)V, j € {1,...,n+ 1}, and the pair 11 is a mark.

The program of the machine in UTM(24,2):

q100Rgs 4201Rq, q300Lg, q401Lg>
q111Rq; q:11Lg3 q310Lg, q410Lgy
qs01Rq, 9600Lg7 q700Lgs q300Lq;
g510Lgs gs11Llqy g710Lgs qsl1Rq>
g900Rq19 q1001Lg4 q1100Lg, 41200Rq19
golllg, q1010Rq3 qul-— qi1211Lq14
q1300Rq1o q1400Lq,5 q1500Rq16 q1600Rq15
91311Rq24 qialllgn q1511Rq17 q1611Rq10
q1700Rq16 q1800Rq19 q1901Lg3 q2001Rq15

q1711Rgx q1811Rga0 q1911Rq13 g2010Rg13

¢2100Rg2; q2201Lq10 d2301Rgn q2400Rq3
g2111Rg23 qn11Rqx q2310Rq2; q2410Lg;

(i) On the first stage of modelling:

11210 (q710Lgs, gs11Lq7),
01200 (q710Lgs, gqs00Lg7),
00200 (¢700Lgs, g300Lg7),
L10(11)R (g700Lgs, gs11Rg2, 9201Rq,),
10R11 (9111Rq2, 9201Rqy),
00R01 (9100Rgs, g501Rq1),

RO1(00)L (9100Rgs, g510Lgs,q600Lg7).

If the head of the UTM moves to the right and meets the mark 11, the first stage
of modelling is finished.

ROO11(0101)L (q00Rgs, gs01Rq1, q111Rq2,4211Lg3, q310Lg;, g300Lgs) and the
second stage of modelling begins.
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(ii) On the second stage of modelling:

01L01 (9410Lg9, g900Rq19, q1901Lg3, g300Lg4),
11210 (q410Lgy, g911Lqas),
0110L0111 (9401Lgy2, q1211Lq1a, q1411Lq11, q1100Lgy).

LOO(OI)R (q401Lq12, q1200Rq19, q1911Rq13) and the UTM writes the pair 01 in QOg.
In this case:

10R11 (91811Rq20, q2001Rq13),
11R10 (g1811Rq20, g2010Rq13),
01R01 (41800Rq19, q1911Rq13),

R0OO(01)L (91800Rq19, q1901Lg3,49300Lg4).

L0010(0011)R (g401Lq12, q1211Lq14, 91400Lg1s, q1500Rq16, q1600Rq15, q1511Rq17,
¢q1711Rq;1) and the UTM writes the mark 11 in Qg. In this case:

10R11 (g2111Rq23, q2301Rqy1),
01R01 (92100Rq2:, g2211Rqa1),
11R10 (92111Rq23, ¢2310Rqy1),

ROO(11)L (92100Rq22, g2201Lg10, q1001Lg4).

If the head of the UTM moves to the left and meets the group 1110 = P,,;, then

the UTM halts (q401Lg12, g1211Lq14, qralllqyy, quil-).
If the head of the UTM moves to the left and meets the group 1010, the second
stage of modelling is over:

L1010(1010)R (q401Lq12, q1211Lq14, q1400Lg1s, q1511Rq17, q1700Rqs,
q1611Rq10,91010Rq13).
(iii) On the third stage of modelling:

10R10 (91311Rq24, 92400Rq13),
01R00 (41300Rq10, q1010Rq3).

When the head of the UTM moves to the right and meets the mark 11 (in front of
the code 4,), then both the third stage and the whole cycle of modelling are over. The
UTM deletes the mark 11 and a new cycle of modelling begins:

0111R0101 (41300Rq10, q1010Rq13, q1311Rq24, 92410Lg3, q310Lq2, q201Rq,
q100Rgs,q501Rq, ).

5. The UTM with 10 states and 3 symbols

The symbols of the machine in UTM(10,3) (see [14]) are 0 (blank symbol), 1 and
b; the states are ¢; (i = 1,...,10).

N =2, Neyy=Ny+my+1t (ke {1,...,n}),



224 Y. Rogozhin! Theoretical Computer Science 168 (1996) 215-240

where if my is even, then # =2 else # = 1. Obviously, all N; (j € {1,...n+1}) are
even.

The code of the production o; = ajap...am, (i € {1,...,n}) of the tag-system,
where m; is odd, is

P; = b0b00"m 00b00™m~100b . .. 00600* 0,

If m; is even, then
P; = b0b0BO0ON™ 00600~ -1005 . .. 00600™ 0,

where 4; =0V, j € {1,...,n+ 1} and the pair 50 is a mark.
Py = b0bOb, P, = 10.

The code S of the initial word § = a,a;a;...ay, to be transformed by the tag-system,
is

S = 1%bp1"bb1N . b1,
where 4, = 1V, j € {1,...,n+ 1} and the pair bb is a mark.

The program of the machine in UTM(10,3):

q101Rq1 q200Lq3 q300Lq2 q401Rq1 q50qu3
q1 10Lq2 qQIOqu q31qu6 q4l qu5 q511Rq5
q1bbRq,4 q2bbLq, q3bbRq, q4blLqs gsbbRys
q601Lq7 q700ng ngqu6 q901Lq10 qloooqu5
g611Lgs g71— g311Rqs 9910Rq10 91010Rg10
qebbLqgg q7bbLgq qsbbRqs q9b0Lg,4 q10bbRqq

(i) On the first stage of modelling:

b1Lb0 (9210Lq2, gq2bbLq>),

1L0 (q2 IOqu ),

00L00 (9200Lq3, q300Lq>),
LbO(b1)R (q200Lq3, q3bbRq1, q101Rq),
bORb1 (916bRqs, q401Rq),

OR1 (q101Rq1),

R1(0)L (9110Lg;).

If the head of the UTM moves to the right and meets the mark bb, then the first
stage of modelling is finished, and the mark bb is changed to the pair 11:

Rbb(11)L (q1bbRqs, qablLqs),

the UTM writes the mark bb in Qg and the second stage of modelling begins.
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(ii) On the second stage of modelling:

bbLbb (q6bbLqgs),
b1Lb1 (g611Lgs, qebbLqs),
1.1 (g611Lgs).

LOO(01)R (g601Lg7, q700Rqs, gs11Rgs) and the UTM writes the symbol 1 in Qg.
In this case

bRb (gsbbRygs),
1R1 (gs11Rgs),
RO(1)L (9501Lge).

LO0bO(0161)R (g¢01Lq, q7bqu9, q901Lq10, quORq5) and the UTM writes the
mark bb in Qg. In this case

bRb (gsbbRgs),
1R1 (g511Rgs),
R10(bb)L (g511Rgs, qs0bLqgs, q31bLgs).

If the head of the UTM moves to the left and meets the pair 10 = P, 1, then the
UTM halts (g601Lg;7, g71-).

If the head of the UTM moves to the left and meets the group 5050, then the second
stage of modelling is over:

Lb0bO(b0BO)R (9601Lg7, g7bbLgy, q901Lq10, q10bbRq9, q910Rq10).
(iii) On the third stage of modelling:

b1RbO (q100bRqy, g910Rqp),
1R0 (91010Rq10).

When the head of the UTM moves to the right and meets the mark bb, both the
third stage and the whole cycle of modelling are over. The UTM deletes the mark bb
and a new cycle of modelling begins:

Rbb(10)L (q10bbRq9, qob0Lqs, qsblLqs), then in some steps the head of the UTM
will be located on the left side of S.

6. The UTM with 7 states and 4 symbols

The symbols of the machine in UTM(7,4) (see [13]) are 0 (blank symbol), 1, b and
c; the states are ¢; (7 € {1,...,7}).

Ni=1, Neg=Ne+m+1 (ke {1,.‘.,71}).
The code of the production o; = aj1ap ... am, (i € {1,...,n}) of the tag-system is

P; = bb00Nm p00Nmi~1 . .. 00N pOON
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where 4; = 0%, j € {l1,...,n+ 1}, and the symbol b is a mark.
Py = b0, P, =10

The code S of the initial word § = a,a,a,...a,, to be transformed by the tag-system,
is

S = 1"e1MelM . el
where 4; = 1%, j € {1,...,n+ 1}, and the symbol ¢ is a mark.
The program of the machine in UTM(7,4):

¢100Lg, q201Rq, q301Lg4 4401Lg,
9110Lq; 9210Lq, 9311Rq3 qalllqy
q1bcRq, q2bcRq, q3bcRq; qsbcLqs
q1cbLg, g2c1Rgs g3cbRq3 qacbLqy

q450cLqs 4600Rgs q700Rg3

q511Rq5 q610Rq6 q71—
gsbcRqs g6bbRys q7bbLgs

gscbRqs g6c0Rq grc—

(i) On the first stage of modelling:

c1Lb0 (110Lqy, q1cbLqy),

120 (:10Lqy),

0LO (¢100Lq),

bORc1 (92bcRqy, q201Rq,),
LbO(c1)R (9100Lqy, q1bcRqa, q201Rq>),
OR1 (9201Rgq,),

R1(0)L (g210Lq).

If the head of the UTM moves to the right and meets the mark ¢, then the first
stage of modelling is finished, and the mark ¢ is changed to the symbol 1:

cR1 (q2c1Rgs),

and the UTM writes the matk ¢ in Qr and the second stage of modelling begins.
(ii) On the second stage of modelling:

cLb (gacbLqs),
bLc (qabcLqy),
111 (gallLqy).
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LOO(01)R (q401Lg7, g700Rg3, g311Rg;3) and the UTM writes the symbol 1 in Og.
In this case:

cRb (g3¢bRq3),
bRc (q3bcRq3),
1R1 (q311Rq3),

RO(DL  (g301Lga).

LObO(Oc1)R (g401Lg7, g7bbLge, gs00Rgs, gsbcRgs, qs11Rgs) and the UTM writes
the mark ¢ in Qg. In this case

cRb (qSCquS ),
bRc (gsbcgs),
1R1 (g511Rgs),

ROC)L  (gs0cLqa).

If the head of the UTM moves to the left and meets the pair 10 = P, 4, then the
UTM halts (q401Lq7, g71-).

If the head of the UTM moves to the left and meets the group b0, then the second
stage of modelling is over:

LbbO(bbO)R (q401Lq7, q7bbLgs, qsbbRqs, q610Rgs).
(ii1) On the third stage of modelling:

b1RbBO (g6bbRgs, q610Rgs),
1RO (g9610Rqq).

When the head of the UTM moves to the right and meets the mark ¢, both the third
stage and the whole cycle of modelling are over. The UTM deletes the mark ¢ and a
new cycle of modelling begins:

cRO (q6C'ORq1).

7. The UTM with 5 states and S symbols

The machine in UTM(5,5) (see [13]) simulates the following class of tag-systems:

a,-—»baia, iE{l,...,n}
a— A

b— A

ayy1 — STOP

(7))

where o; = a;1a;2 ... a;m, is a finite word in the alphabet 4 = {a}, k € {1,...,n+1} (o;
is not empty) and A is the empty word.
We show the universality of the tag-systems of type 7; in Lemma 7.1.
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Lemma 7.1. For every tag-system T of type 7 (see Definition 5), there is a tag-system
T’ of type 7; which models T'.

Proof. We change a fixed tag-system T by adding two new letters a and b with

a; — buya, i€{l,...,n}
a—A

b— A

apyy — STOP

We show that if j EN y, then fBa (N y'a (the first letter in the word 9y is different
from a and &) and y results from 7’ by deleting any occurrences of the symbols a and
b.

Induction basis. Let a;a;f KR Pa;. Then a;a;Ba L pabo;a. If f is empty, then

I T’ .
a;aja — abo;a — o;a. Because o; # A, the basis is proved.

Induction hypothesis. Let EN Vs EN y and fa N y,a, where the first letter in the
word y, is different from a and b, and y, results from y; by deleting any occurrences
of a and b.

We note that in the process of transforming of word fa by the tag-system in the

sequence fla Lt pra .5 Bia T’ ... the words that do not begin with the symbols
a and b have the form: f; = B;1abfpab... B, —1abB, (Bjr, ¥ € {1,...k;}, the symbols
a and b do not occur, and that the words §;; and B, are not empty).

Consider two cases:

(i) v, = aia;0;, i,j € {1,2,...,n+1}, i #n+ 1. Then y, = a;a;5;, where &, results
from & by deleting any occurrences of the symbols a and b, and a;a;d, R oo (y=
:0;), though a;a;d,a 1» djabu;a.

If &, is empty, then we take into account that &, is also empty. Then &jabo;a =
abo;a r oa. Let v = o;. This is a desirable y'.

If &, is not empty, then we take into account that either the first letter in the word &;
is different from a and b (then y' = 8laba;) or J, = abd;, where the first letter in the
word &/ is different from a and b, and , results from &;' by deleting all occurrences of

a and b. In the latter case abd} aba;a iR 8/ abo;a. Let v = 8abu;. This is a desirable
2

Y.
(ii) y) = a;ad), i € {1,2,...,n}. Then &; = bd, and y, = a;5;, where J; results from
;' by deleting any occurrences of a and b.
Let be 6; = a;041, j € {1,2,...,n+ 1}. It means a;a;dn LN ooy (y = dnay).
Taking into account that 8] = a;d;, and J,; results from &;, by deleting any occur-
rences of @ and b, we have

T’ T’
aaba;é;,a — ba;6, abua — 8, abu;a.
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If 8, is empty, then &, is empty as well. Then &) abu;a I owa and Y = a;. If
!

8 is not empty, then either ), begins with a letter other than @ and b (then )’ =
8 aba;), or 8, = abd]], where the word &;; begins with a letter other than a and b,
and J,; results from 4]] by deleting any occurrences of a and b. In the latter case,

abd! aboa s abx;a. Let v = 8/ aba;. This is a desirable y'. O
3 t1 tl

The symbols of the machine in UTM(5,5) are 0, 1, 5 (blank symbol), ¢ and 4; and
the states are g¢; (i = 1,...,5).

N =3 Ny =Ne+m+4 (ke{l,...,n}).
N; = Npy1 + 2 and an arbitrary number N > N,
Np = 1.

The code of the production &; = bajjap ...ama (i € {1,...,n}) of the tag-system
is

P; = bb1Y 151N 1p11Vm~1p . 16111511 15,
where 4; =1V, je {1,...,n+1}, 4 =1, B=1" and the symbol b is a mark.
Py = bbb, P,y1 = 1b1b.

The code S of the initial word f§ = a,a;asa...a,, to be transformed by the tag-
system, is

S =1etMel™ . c1Mel,
where 4; = 1Y, je€ {1,...,n+1}, 4=1%, B=1"% and the symbol c is a mark.

The program of the machine in UTM(5,5):

q:101Rq, q200Rq, q30cLq, q401Lg4 qs0—
q110Lq, g210Rq, q310Rq;3 q410Rq> qs11Rgs
q1bdRq, q2b0Lg, q3bbRqs q4bdLqy gsb—
q1c0Rq; grccRq; gsccRq; qacclqy gsc1Rq
qldqul qzddqu Q3ddRq3 q4dqu4 q5dqu5

(i) On the first stage of modelling:

dLb (q:1dbLqy),
120 (q110Lq1),
Lb(d)R (q16dRqy),
0R1 (q101Rq,),
bRd (q16dRq1),

RI(0)L (9110Lq;).
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If the head of the UTM moves to the right and meets the mark c, the first stage of
modelling is finished. Then the mark ¢ is changed to the symbol 0:

cRO  (q1c0Rqy),

and the second stage of modelling begins.
(ii) On the second stage of modelling:

dLb (gaddLqs),
cle (qaccLqs),
0L1 (q401Lg4).

L1(0)R (q410Rg,) and the UTM writes the symbol 0 in Qg. In this case

dRd (92ddRq,),
cRe (g2¢ccRq2),
1RO (4210Rq2),
(0RO (g200Rq;) if the UTM wrote the symbol 0 before that),

then RAH(0)L (g260Lg4).

As after the first stage of modelling P, (k = 0,...,r — 1) differs from P, by the
fact that the marks b are changed to the marks d, the UTM will write a number of
the symbols 0 in Qg as many as the number of the symbols 1 between the codes P,
and S. As a result there will be a new code 4 of the symbol a.

L1b6(0d)R (gsbdLqs, q:10Rq3, q3ddRqs) and the UTM writes the mark ¢ in Qg. In
this case

dRb (g9:3ddRqs),
cRe (g3ccRqs),
1RO (9310Rg3),

RO(O)L  (q30cLqs).

If the head of the UTM moves to the left and meets the group 1615 = P,,,, then
the UTM will try to write two marks ¢ in Qr and halts (g3bbRgs, gsb—).

If the head of the UTM moves to the left and meets the pair bb, the second stage
of modelling is over:

Lbb(bb)R (qabdLqs, q3bbRqs, qsdbRqs).

If, at the beginning of a new cycle of modelling 4, = 4, then on the first stage of
modelling the head of the UTM goes to ¢p without a failure and on the second stage
of modelling the UTM will write the number of 0 in Qr as many times as the number
of ls that are in P. As a result there will be a new code 4 of the symbol a. Then,
on the second stage the UTM meets the pair bb in Qp without a failure and the third
stage of modelling begins.

If at the beginning of a new cycle of modelling 4, = B, then on the first stage of
modelling the UTM meets the pair bb in Py and turns immediately to the third stage
of modelling.
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(iii) On the third stage of modelling:

dRb (g5dbRgs),
1R1 (q511Rq5 )

When the head of the UTM moves to the right and meets the mark ¢, both the third
stage and the whole cycle of modelling are over. The UTM deletes the mark ¢ and a
new cycle of modelling begins:

cRl (gsclRqy).

8. The UTM with 4 states and 6 symbols

The machine in UTM(4,6) (see [13]) simulates the following class of tag-systems:

a—a, 1€{l,...,n}
(7—2) ay — anQy
an+1 — STOP

where o; = a,a,p; and B; are not empty.
We show the universality of tag-systems of type 7; in Lemma 8.1.

Lemma 8.1. For every tag-system 7" of type 7, there is the tag-system T’ of type 7,
which models T.

Proof. Can be provided in the same manner as that of Lemma 7.1. O

The symbols of the machine in UTM(4,6) are 0 (blank symbol), 1, , b, b and c;
the states are ¢; (i = 1,...,4).

Ny =1, Neyy=Ne+2my (k€ {1,...,’1}).

We note that m, = 2. The code of the production &; = aya,a;3...aim, (i € {1,...,n})
of the tag-system is

P; = b1b1Vmpp1Nm—1 | pp1Nepp1Npp1 NN
In particular,
P, = blb1Vbb, Py=b, P,y = bb,

where 4; = 1Y, j € {1,...,n+ 1} and the symbol b is a mark.
The code § of the initial word f = a,a,q;...a,, to be transformed by the tag-system,
is
S = 1retMel™ o1

and the symbol ¢ is a mark.
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The program of the machine in UTM(4,6):

g1 1bLgy 4210 Rgy g3 11 Rgs g4 10 Ry
71 bbRgy ¢ ljé Lgs g3 bb Rqs g4 bc Lgy
918 Lgy 42 bbRgy g3 bbRgs  qu b Ry,
@1 BORy g2 bbLgy g3 b — qub —
g 0bLgy q:01 Lg; g3 0c Rg1 g4 Oc Lqy
q1¢c0 Rqgs g2cb Ry q3cl Rgy g4 chb Rgy

(1) On the first stage of modelling:

1Lb (g1 16 Lqy),
0Lb (q1 0b Lgy),
bLb (q1 bb Lqy),
Lb (DR (a1 bb Rqy),
bRO (g1 b0 Rqy),
bRD (q1 bb Rq),
R1 (B)L (q 1b Lgy).

If the head of the UTM moves to the right and meets the mark c, the first stage of
modelling is finished. At that time the tape of the UTM is

OLPui\P,...PryP,P._, ... P\PiRA'AA, .. A,Or

and the head of the UTM locates the symbol ¢ between the codes of 4, and 4,
(4) = 0V, je{l,...,n+1}). Pi(k € {0,...,r — 1}) differs from P by the fact that
the marks b are changed to the marks 5 and 4; to 4; Ge{l,...,n+ 1}

Py = b0BONm bpONen—1 . 5BONS BHON hHON s

After that the UTM deletes the mark ¢ (¢:c0Rq4) and the second stage of modelling
begins (first of all, the UTM writes the mark ¢ in the part Or).
(ii) On the second stage of modelling:

0 L1 (92 01 Lgy),
bLb (g bb L),
0 L 1c (g2 bb Lgs, g3 Oc Rq1, q1 bb Lqy, q1 0 Rqa, q4 bc Lgy, q2 01 Lqy).

L B(B)R (q; bb Rqy) and the UTM writes symbol 1 in Q.

As after the first stage of modelling there are exactly N, marks b between the codes
P, and S, the UTM will write exactly N, symbols 1 in Q,. After that, when the head
is located on the code P,, the UTM will write N, — N, more symbols 1 in Q,. As a
result there will be the code 4,.
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L1(0)R (g210Rg,) and the UTM writes the symbol 1 in Q. In this case

1RO (g2 10 Rgq,),
bRb (q2 bb Rq2),
cRb (g2 cb Rq2),
RO ()L (g2 01 Lgy).

Lbb(bB)R (g2 b bLgs, g3 b bRqs, qabbRgs) and the UTM writes the mark c in Q.
In this case

1RO (gs 10 Rqy),
bRbB (g4 bb Rqa),
cRb (g4 cb Rqa),
RO (c)L (g4 Oc Lga).

If the head of the UTM moves to the left and meets the pair bb, then the UTM
halts (g2 b 7)Lq3, q327—).

If the head of the UTM moves to the left and meets the pair 15, the second stage
of modelling is over. At that time the tape of the UTM is

OLPui1Py... PratP'P"_ . PYPIR'A; .. AyAyAsAysAr ... Am Or

and the head is located on the second left symbol of the code P). P} (k € {0,...r})
differs from P by the fact that the marks b are changed to the marks b.

Then L15(1b)R (g, bb Lqs, g3 11 Rqs, g3 bb Rgy) and the UTM goes to the third
stage of modelling.

(ii1) On the third stage of modelling the UTM restores the tape in P:

bRb (g5 bb Rg3),

When the head of the UTM moves to the right and meets the mark c, the third stage

and the whole cycle of modelling are over. The UTM deletes the mark ¢ and a new
cycle of modelling (g3c1Rq;) begins.

9. The UTM with 3 states and 10 symbols

The symbols of the machine in UTM(3,10) (see [15]) are 0 (blank symbol), 1,1, 1, 5,
b, b,c, ¢, ¢; and the states are qq,¢>,q3.

N=1, Ny =N +2myp+2 (ké{l,...,n}).



234 Y. Rogozhin! Theoretical Computer Science 168 (1996) 215-240

The code of the production o; = anap ... am, (i € {1,...,n}) of the tag-system is
P; = b1bbb1Ym bb1Vm=1 . bb1M2pb1M:,

where 4; = 1V, j € {1,...,n+ 1} and the symbol b is a mark.
Py = b, P,y = cb.

The code S of the initial word § = a,a,q, ... a,, to be transformed by the tag-system,
is

S = MetMel™ | 1V,
where the symbol ¢ is a mark.
The program of the machine in UTM(3,10):

g1 0c Lgs 200 Ly q3 0 —
71 b6 Ry g2 1373 Lgs g3 bb Rq
q1 bb Lqy g2 bb Lgy g3 bb Lgy
91 bb Ry q2 Bb Ry g3 bb Ry
g1 11 Ly g2 11 Rgz g3 11 Rys
9111 Ry q2 11 Rga g3 11 Rgs

9 TE Ly @11 Lgp g3 11 Lgs
g cl Lgy qrcc Rpp g3 ¢l Ry
qic — qcc Lgg gyce Lgy
q1¢c Ry qu¢c Ry g3 ¢ —

(i) On the first stage of modelling:

(@ 1T Lqy),
(g1 11 Lqu),
(@1 bb Lqy),
(91 bb Rqy),
(1 11 Rqy),
(91 bb Rqy),
(1 11 Lq).

OO =l ot ot —
R e a ]
@THT@T@ [l Ml
N’
=

~
—l

N
B~

If the head of the UTM moves to the right and meets the mark c, the first stage
of modelling is over. The UTM deletes this mark and the second stage of modelling
begins (g; ¢ Tqu).

(ii) On the second stage of modelling the UTM writes the marks ¢ and the symbols
1in Qg; moreover the UTM writes the mark ¢ only after the symbol 1.
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If the UTM writes the symbol 1 in Qg either after writing the mark ¢ or after the
first stage of modelling, then

R Z’ (92 2723 Rqy),
R1 (g2 11 Rqr),
R1 (g2 11 Rqy),
Rc (g2 cc Rp),
0 (DL (q2 01 Lgo).

By O = el

If the UTM writes the symbol 1 in Qg after the same symbol I, then

bRb (g2 bb Rqy),
iR1 (g2 11 Rqy),
cRc (g2 cc Rq),
RO (DL (g2 01 Lgy).

The UTM goes to the left after writing the symbol 1in Or:

TLT (g 11 Lgy),
cLc  (qcc L),
bLb (g2 bb Lg).

Then, if the head of the UTM meets the symbol 1 in P,, the head will change the
direction of its motion, the UTM changes the symbol 1 to the symbol 1 and writes the
symbol 1 in Q:

L1(1) R (g2 11 Rqy).

If the head of the UTM meets the marks bb in P,, then the UTM writes the mark
¢ in QRZ

L bb (bb)R (g2 b bLg3, g3 b bRq1, q1bbRq)), then

bRb (g1 bb Rqy),
TR1 (g1 11 Rqy),
CRc (g1 ¢c Rq),
RO (¢)L (g1 Oc Lg3).

When the head of the UTM moves to the left after writing the symbol ¢ in Qg, then

TL1 (g5 11 Lgy),

-

cLc (q3ccLg),
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and the UTM restores the part S of the tape. Then the UTM meets the mark bin P:

bLb (g5 bbLgs, q: bb Lgy),
1LT (q211 Lgn).

The UTM halts when it meets the pair ¢ b (42 bL g3, gic—).
If the UTM meets the pair 15, then the second stage of modelling is over. Then

L 16(1b) (q bb Lqs, g3 11 Rqs, g3 bb Rgs)

and the third stage of modelling begins.
(iii) On the third stage of modelling the UTM restores the tape in P (the tape is
restored in S after writing the mark ¢ in Qr):

TR1 (g5 11 Rgy),
1 R1 (g3 11 Rgs),
BRb (g3 bb Rg3).

When the head of the UTM moves to the right and meets the mark c, both the third
stage and the whole cycle of modelling are over. The UTM deletes the mark c and a
new cycle of modelling begins (giclRq).

10. The UTM with 2 states and 18 symbols

The symbols of the machine in UTM(2,18) are 1 (blank symbol), 1,1,1,1;,5,

N=1 Ny =Ne+m+1 (ke{l,....n}).
The code of the production o; = @;1@;2 ... aim, (i € {1,...,n}) of the tag-system is
P; = bb1Mm 1p1Vm—1 1612151,
where 4; = 1V, j € {1,...,n+ 1} and the symbol b is a mark.
Py =bb, Puyy =cicr.

The code S of the initial word 8 = a,a.4; ... ay, to be transformed by the tag-system,
is

S = 1Yc1MetM . c1Me,

and the symbol ¢ is a mark.
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The program of the machine in UTM(2,18):

@i le Lg @ lz Rq,
@1 1l Rgt g2 11 Rgp
gl L g1l Lg
@1 i1 Rqr g2 11y Ry
q lljl Lgi g2 11 Lgy
9166 Rqi g2 bb; Rq
q1 bbi R1 g2 bb Rqy
qubb Lg g2 bb  Lgy
q1 bib Rq q2 {71{31 Rq»
q1 bibi Ly g2 bib Lq,
q1 baby Lqy q2 bob R
q1 b3by Lg2  q2 biby Rqs
qicl L qacc Rg
g1 ¢c Rqr g2 cc Rgy
qrccy Lgg qec Lo
q1 ¢ic1 Ry q2 cie2 Rgy
T 51» — g2 cica Lgy
q1 21 Rpy g o Lo

1

1

(i) On the first stage of modelling:

1 Lo (q1 lea Lgy),
1L (@1 lez Lqn),
b Lb (q1 bb Lqy),
L b (b)R (g1 bb Rqy),
C2 R l_ (q1 6'21_ qu),
b RbD (g1 bb Rqy),

R 1 ()L (g1 lca Lqy).

If the head of the UTM moves to the right and meets the mark c, then the first stage
of modelling is over. The UTM deletes this mark and the second stage of modelling
begins (g1 ¢ 1Lg,). The tape of the UTM is

QLPn+1Pn---Pr+1PrP;_1 ...P]lPOIRIAt...AwQR,

where in P’ (z € {0,...,r— 1}) the 1 symbols are replaced by 1 and the » marks are
replaced by b, R’ consists of 1 and T and the head of the UTM is located on the R’
in the state g,.

(ii) On the second stage of modelling the UTM writes the marks c; and the symbols
1 in Or; moreover, the UTM writes the mark ¢, only after the symbol 1.

If the head of the UTM moves to the left in the code P, and meets the symbol 1,
then the head will change the direction of its motion, the UTM changes the symbol 1
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to the symbol 1 and writes the symbol 1in Or:
LI R (g 11 Rg).

If the UTM writes the symbol 1 in O either after writing the mark c; or after the
first stage of modelling, then

bRD (92 bb Rgy),
IRI (g2 11 Rgy),
1R1 (g2 11 Rqy),

ot

c R (g2 cc Rq),
R1 (1)L (g2 11 Lga).

If the UTM writes the symbol 1 in Qg after the same symbol 1, then

bRD (92 bb Ren),
IR1 (92 11 Rgy),
cRe (92 ¢¢ Rqy),
RTI (L (g 11 Lgy).

When the head of the UTM moves to the left having written the symbol T in Ok,
then

TLT (g 11 Lgy),
cLé  (qcc L),
bLb (g2 bb Lgy).

If the head of the UTM moves to the left in the code P, after writing the symbol
1in Or and meets the mark b, then the UTM writes the mark ¢, in Qg:

Lb ()R (q2 bb2 Rqu),

bR b (@1 bb1 Rqy),
1R 11 (ql 111 qu),
cRc (q1 ¢ Rq1),

R1 ()L (q1 lea L)

When the head of the UTM moves to the left after writing the symbol ¢; in QOr,
then

LLL (ql
¢ Lér (qea Lq),
bl L b] ((I1 b
The UTM halts on the second stage when it locates the symbol ¢ in the state g;:

(92 ¢ic2 Lqy, q1 c1-).
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Now there are two variants when the head of the UTM moves to the left and meets
the pairs 1b; or bb,:

(a) lez(ﬁn )R (q1b2b3Lq3, g2 1 Tqu, Q2 b3 7)1Rq2) and the UTM restores the part
S of the tape and the second stage continues:

I, R 11 (g2 1111 Rqy),
b R b (92 b1by Rqy),
¢ R o (92 ¢ic2 Rqa),
R ca () (g2 ¢ Lq2)
1 L1 (g2 111 Lqy),
ol c (92 c2¢ L),
?)1 L Z (q2 b17) qu)

Now the UTM can write the symbol 1 in QOg.

(b) Lbbz(bb)R (qlbzbquz, qzbbzqu, q1 b3 bquz, qzbequ, q1b1qu1) and the
third stage begins:

(iii) On the third stage of modelling the UTM restores the tape in P:

Il R1 (¢ :1:11 Rq1),
by Rb  (q1 bid Rqy).

When the head of the UTM moves to the right and meets the mark ¢, then this
mark is changed to ¢; (qi1¢;c1Rq2) and, then, the UTM restores the tape in S:

I R I, (g2 111, Rqy),
¢t R o (92 ¢ic2 Rqp),
R c; ()L (g2 cac L),
I, L1 (g2 111 Lgy),
(5] L ¢ (qz CcacC qu)

When the head of the UTM moves to the left and meets the mark c;, both the third
stage and the whole cycle of modelling are over. The UTM deletes the mark ¢, and a
new cycle of modelling begins (g2 cic2 Lgp).
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